Agreement

on VIRGO Computing activities at  CNAF-INFN

Between the European Gravitational Observatory, hereinafter referred as EGO and the Centro Nazionale per la Ricerca e lo Sviluppo nelle Tecnologie Informatiche e Telematiche of INFN – Istituto Nazionale di Fisica Nucleare – hereinafter referred as CNAF and together referred as Parties,

considering that:   

· the commissioning of VIRGO has started in 2003 and the data production will take place intensively from the second half of 2004; 

· the collected data have to be analyzed for both purposes of machine development and for the advancement of Physics in Gravitational Wave field;

· suitable rules have to be defined in order to face the computing needs for the handling of the VIRGO data;

having regards to:

· the Agreement concerning the realization of the VIRGO interferometer for the detection of Gravitational waves, signed by CNRS and INFN on June 27th 1994 and modified on  December 10th 1997;

· the Agreement between CNRS and INFN of December 11th 2000 concerning the establishment of the European Gravitational Observatory (EGO) as well as the statutes and constitutive act signed the same day ;

· the Agreement among the groups of the VIRGO collaboration, signed on December 19th 2001 and for the Memorandum of Agreement between EGO and the VIRGO collaboration signed on November 20th 2002;

the  Parties have agreed as follows:

ARTICLE 1

Computing for VIRGO will be done at different locations. The EGO site is in charge of on line and in time analysis of data. The off-line activity will be performed mainly in the national computing centers (at present the CC-IN2P3/CNRS in Lyon and the Tier1 center of CNAF/INFN in Bologna) and, in  a more limited way at EGO. 

The off-line activity concerns

-Data simulation

-Noise source characterization of the interferometer

-Data reprocessing for h reconstruction, transient event search as bursts and     

 coalescing binary signals,

-Data analysis for continuous signal search

-Data analysis for G.W. stochastic background

-Data analysis of network constituted by the various gravitational wave detectors in 

  the world (NDAS)

ARTICLE 2

The computing needs for the off-line activities are defined according to the relevant documents (among which the most recent here attached VIR-LIS-XXX, October 3 2003) and future updating. The procedures agreed by the Parties for this engagement are as follows: 

· Requests by the VIRGO collaboration will be considered by a Joint EGO, CC-IN2P3/CNRS,  CNAF Computing Committee (JECC), which will report to the EGO Council and monitor their utilization.

· EGO after receiving the requests from the JECC, will decide yearly the amount of off-line activities and shall communicate to CNAF the request for the computing resources.

In particular:

· The national center CNAF/INFN in Bologna will provide computing resources to the VIRGO collaboration.

· EGO will contribute yearly to the costs of  the agreed computing resources provided by CNAF to the Virgo community, according to the JECC decisions.

ARTICLE 3

The JECC is formed by two members designated by the VIRGO collaboration, the EGO director, the head of the EGO computing department (who shall chair it), the director of the CNAF computing center and the director of the CC-IN2P3/CNRS computing center or their representatives. Each year, the JECC prepares the computing plans for the processing at CNAF of the VIRGO interferometer data for the next three years, the required EGO annual contribution and reviews the execution of the plan during the preceding year by keeping the accounting of executed jobs and CPUs usage. This report is presented to the Parties by its chairman. The members’ mandate is 3 years.

ARTICLE 4

Access to computing resources will be granted to all VIRGO and EGO members. Exceptions will be dealt by the EGO Direction. 

ARTICLE 5

The agreement shall enter into force upon signature by the Parties.
ARTICLE  6 

The agreement will be valid for the period 2004-2006 with provision for renewal. A detailed plan including sufficient advance warning and transition mechanisms will be provided in case of termination.

Signatures:

Director of EGO:                 F. Menzinger
Director of CNAF/INFN:             F.  Ruggieri 

	CNRS
	INFN

	Centre National de la Recherche Scientifique
	Istituto Nazionale di Fisica Nucleare
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Introduction

This note describes in short the general model of the distribution of the computing resources and the required computing needs for 2004. A trend for the following years, focusing on the hardware needs, is also sketched. 

The main Virgo computing activities covered in this document are:

1. Data Simulation

2. Noise source characterization of the interferometer

3. Search of periodic sources. 

4. Search of transient signal for short impulsive events (‘burst’) 

5. Search of transient signal for longer events like binary coalescing systems. 

6. Search of stochastic background

7. Data analysis of network constituted by the various G. W. detectors (NDAS =Network Data Analysis)

8. Overall computing strategy
Computing will be done at different locations: the Cascina site, the two national computing centers (Bologna and Lyon) and the laboratories of the Virgo collaboration. Each of these sites will have different purposes.

8.1 EGO/Cascina

The Cascina site is the data production place. The data acquisition system produces data that are stored and buffered locally. Detector commissioning, operation and some preliminary off-line analysis related to commissioning activities are performed at the site as well as a first on-line/in-time analysis for all transient signals. Data conditioning like calibration, re-sampling, subtraction of instrumental artifacts (the so called h-reconstruction) are also part of the Cascina computing activities.

8.2 CNAF/Bologna and CCIN2P3/Lyon

The two national computing centers are the archive sites for the Virgo data. They are the primary distributors for these data to the laboratories. They provide resources for the extensive (‘production’) offline analysis as well as for the simulation effort. The reprocessing (in the sense of performing again in-time analysis when some bugs are found or procedures improved) will also take place in the computing centers. The most demanding activities are the search of continuous signals for which the estimated required computing power is in the Teraflops range and the search of transient signals like coalescing binaries for which the estimated computing power is in the 300 GFlops range
. 

The search of transient signal with a network of antennas based on coherent algorithm is also highly demanding from computational point of view. Computing cost, which depends on number of antennas, detector sensitivities and location is still under evaluation. 

The typical PC farm implemented in the national computing centers seems well suited for these kinds of searches. 

The two centers have slightly different goals from the storage point of view. CNAF/Bologna stores the data on large disks to provide fast access for at least one year of data, while CCIN2P3/Lyon provides the very long-term archive using the HPSS mass storage system.

8.3 Laboratories

The collaboration labs support the software development, analysis prototyping, interactive activities and data visualization. They are the front-end for the off-line analysis. The laboratories can play the Tier 2/ Tier 3 role in the Data Grid architecture.

This basic sharing is not expected to change with the introduction of the Grid tools. Great benefit will follow from the integration of national computing centers and labs resources, for off-line activities.  

9. Expected Data Production

9.1 Real Data

The experience gathered with the Virgo Central Interferometer (CITF) as well as the start up of the other large interferometers (GEO, LIGO, TAMA) give indication on the way these large detectors are operated during the first months/years. The completion of the infrastructure is followed by an intense period of commissioning lasting many months until the detector can be operated in its full configuration (recycled Michelson with Fabry Perot cavities in the Virgo case). Even when, the detector can be operated in its standard configuration, additional time is needed to tune the multiple controls and adjust the various components in order to reach the design sensitivity. Therefore, the data acquisition is continuously running and used by the teams of people tuning the machine with some period of time (“runs”) when the detector is operated in stable condition to produce data sets with a well defined configuration. 

In first approximation, these runs produce the data that are archived and require extensive offline analysis; while the data produced daily are used by the commissioning team to learn and improve the machine. For instance in the case of the CITF commissioning which lasted 18 months, 5 engineering run of 3 days took place, each of them producing about 1 Terabytes of raw data. The technical runs performed in 2003, close to the final configuration, show an increase of the dataflow from 4 MByte/s up to 5.1 MByte/s. A reasonable extrapolation to the full interferometer leads to a data rate of 6 MByte/s. It represents an increase of 50% compared to the numbers quoted in the last year document.

In addition to the run data, we foresee to archive all the monitoring data, the so-called trend data and 50Hz data and the network data. This corresponds to 3 Terabytes every 6 months. 

Therefore given the end of Virgo assembly and assuming that stable operation at reasonable level of sensitivity been reached by the end of 2004, the amount of data to be archived is expected to be:

	Period
	Integrated run time * [day]
	Total data produced 

[TByte]

	First half of 2004
	20
	13 

	Second half of 2004
	40 
	23

	First half of 2005
	100 
	53 

	Second half of 2005
	100 
	53


Remarks:

* We stress that the integrated run time corresponds just to the periods (“runs”) when the detector is operated in stable condition to produce data sets with a well-defined configuration
· The amount of data is computed assuming a 6 MByte/s data rate (compressed data).

· The total data produced include the monitoring and network.

9.2 Simulated data

The large number of monitoring channels dominates the amount of the real data. In the case of simulated data, only a small fraction of these channels are needed, especially for off-line analysis. Therefore the flux of simulated data will not exceed 10% of the flux of real data. We estimate it to a few Terabytes per year in 2005.

10. Computing Expenses in the past

In all the following, it has been considered that a single CPU corresponds to a power of 1 kSPECINT2000.

10.1 Bologna

For 2003,  150 kSPECINT2000 have been requested for a duration of 1 month that it represents an energy of 4500 kSPECINT2000.day. The tests performed by the Periodic Sources group lasted about 100 days and uses 30 kSPECINT2000 leading to an energy of 3000 kSPECINT2000.day. 

10.2 Lyon

The following table gives the energy used in Lyon for the past four years. For 2003, the request was about 5400 kSPECINT.day (or 400 000 IN2P3 units). About 2/3 of the CPU time has been used by the Burst group and the other third by the Periodic Sources group.

	Year
	Used Energy (kSPECINT2000.day)
	Used Energy (IN2P3 Units)
	Number of Users

	2000
	480
	35 000
	2

	2001
	1200
	90 000
	4

	2002
	3500
	250 000
	4

	2003
	2300 ( 30/09) ( 3100
	170 000 ( 30/09) ( 230 000
	4


It should be underlined that the consumed energy in 2003 is about the same in Bologna and in Lyon.   

11. Computing needs for 2004

11.1 In-Time Processing

In 2003,  the request was a total of 60 TByte installed at the end of the year with an extension for 2004 to 72 TByte. Up to now, 61 TByte are available and the request remains the same for 2004. Concerning the CPUs, the requests nodes have been installed by EGO and there is no new request.

The systematic search of events that requires large computing resources (the so called 300Gflops machine) will only start when it is possible to operate the full detector in good condition. Therefore prototyping using the small-scale system will continue until early 2004. A working group has been settled to defined the wished characteristics of this machine and will deliver its conclusions in December 2003. The 300 GFlops machine will then be installed during the year 2004.

As far as the network is concerned, the Cascina site should be able to serve the national computing centers. The network connection is a 34 Mbits/s one at that time. However, this is not enough to provide the transfer of the full data set in real time. The upgrade to a 155 Mbits/s link is therefore needed during the first semester of 2004.

11.2 Periodic Sources

For 2004, the Periodic Sources group wishes to perform larger simulations (in particular using a larger bandwidth), similar to the ones which were run this year. The needs are 100 kSPECINT2000 for half of the year leading to 18 000 kSPECTINT2000.day. On the other hand, the analysis of real data will start which requires the same energy (18 000 kSPECINT2000.day). The energy will be needed in the second semester of 2004.

11.3 Burst Sources

The Burst group will continue the simulation work (ROC of new algorithm, coincidence and coherent analysis in a network of detectors) and will start the analysis of real data. Twice the power used this year in Lyon seems reasonable for this purpose. The request is 15 kSPECINT2000 during the whole year, that means 5 500 kSPECINT2000.day.

11.4 Stochastic Background

During the first half of 2004, the Coalescing Binaries group will test the data analysis framework essentially using the available facilities in Cascina. The integration in the computing centers will be done the second semester of 2004. The needed power is still at a negligible level and can be handled with the actual set of machines. The group wishes to perform some tests using the GRID framework. 

11.5 Coalescing Binaries

During the first half of 2004, the CB group will continue exploiting the resources in Cascina to perform Mock Data Challenges and test the analysis chain. The challenges will progressively involve all the elements of the in-time analysis, and will run on the PC farm, scaling the DA experiments according to the procurement and deployment of the 300 GFlops machine. Memory has been found to be a limiting factor on the Beowulf cluster in Cascina: hence it is advisable to enlarge the memory of the nodes. The main computing resource for the CB group will progressively become the 300 GFlops machine, which will be procured during 2004. It is recommended to organize the procurement in stages so as to make available the portions of the machine for extensive tests as soon as possible, with the goal of having the full system operational and equipped with all the needed software in time for the first science run.  About the request of a 300 GFlops machine, the precise specifications for the procurement are being defined by a joint EGO/Virgo team. During the second half of 2004 it is expected to progressively start the analysis of real data, which will continue in 2005.

During 2004 the CB group plans to start performing in the computing centers mid-scale Monte Carlo simulations, needed to assess the detection capabilities of the algorithms. These simulations will be performed in conditions as similar as possible to the off-line analysis conditions, foreseeable for the analysis of the real data. Depending on the availability of real-data, during the 2005 the CC will also host the reprocessing.

The activity in the computing centers will be centered on simulation. It expect to use 50 kSPECINT2000 one week per month to perform tests in conditions similar to MDC.  Then, the annual request is 4200 kSPECINT2000.day.

11.6 Summary of Requests

Taking into account all requests from the physics groups, a total of 46000 kSPECINT2000.day is requested by Virgo in 2004. This number is dominated by the Periodic Sources request (36000) while Bursts and Coalescing Binaries groups (300 GFlops machine excluded) are asking roughly the same amount (5000). In order to insure a good balance between the two centers and saving manpower, it has been decided to equally share the Periodic Sources activity in the two centers. The Bursts group will still run in Lyon while Coalescing Binaries group will start its activity in Bologna. Of course, this sharing will evolve in the future.

11.6.1 Cascina

The first request is the one given in the In-Time processing section:

· Upgrade to 72 TByte for the storage farm

· Installation of the 300 GFlops machine

· Upgrade of the network connection to 155 Mbit/s

The second request concerns the increase of memory on the Small-Scale system up to the possible limit.

11.6.2 CNAF/Bologna

Concerning the CPU, the request is 23000 kSPECINT2000.day with a continuous use of 18000 kSPECINT2000 for the whole year and twelve periods of one week where a total of 5000 kSPECINT2000.days will be used.

About storage, the 2002 request has to be shifted by one year, leading to 20 TByte in 2004.

11.6.3 CCIN2P3/Lyon

The requested CPU in Lyon is the same as in Bologna: 18000 kSPECINT2000.day, which roughly corresponds to 1.3 106 CCIN2P3 units. Some support will be necessary to install the Periodic Sources code in Lyon and to insure a good interaction with Bologna, Rome and Naples for GRID.
About the storage, the present strategy of Lyon computing center is to store all data in the high mass storage system HPPS. In order to increase the access speed to HPPS stored data, it is mandatory to have a dedicated COS (Class Of Services) that means dedicated servers and some cache disks (about 300 GByte). Moreover, the automatic data transfer (sustained rate of 40 Mbit/s is needed) has to be settled. The requested space is similar to the Bologna one:  20 TByte in 2004.
12. Trends for the future

12.1 Overall Needs

The needed storage will obviously evolve according to the advancement of the ITF commissioning. The foreseen production is about 100 TByte per year corresponding to 200 days of scientific running of the instrument. 

For Periodic Sources, data reprocessing is needed in order to prepare the dedicated short fast fourier transform data base and  apply a specific quality control on the data. From computational point of view the aim is to reach to 1 TFlops machine needed to perform the full sky search with a reasonable frequency range. At that time, it represents about 300-400 CPUs during the whole year. It corresponds 110000-150000 kSPECINT2000.day. It should be underlined that the CPU power is a limiting factor for this analysis and if available more power can be used.

For Coalescing Binaries and Bursts group, the main effort will be to run the reprocessing of data. By reprocessing, it is meant to redo some or all the operations made in the In-Time chain (calibration, h reconstruction ,data quality, triggering for Coalescing Binaries and Bursts) when some bugs are fixed or improvements are performed. It seems necessary to run faster than real-time and a factor two is a minimal value. It means that a 600GFlops machine (roughly 200 CPU) is needed for the reprocessing. If we keep the number of 200 days of scientific running, it leads to 40000 kSPECINT2000.day for one year. It represents about one third of the Periodic Sources request.

It is obvious that the request for Stochastic Background sources will increase in the future. Unfortunately, no deep investigations have been performed up to now and the tests made in 2004 will give some indications for the future.

The last point which has not been tackled before concerns the network analysis (coherent analysis or coincidence). It is known that for Coalescing Binaries, the needed power for a coherent analysis goes at least as the number of involved detectors. If it is a blind search (you need to add at least the position of the source in the sky as free parameter), the needed power can rapidly grow. This field has been poorly investigated at that time and requests deeper studies in order to deliver realistic numbers. However, it should be underlined that this kind of analysis (at least coincidence) is mandatory to insure the discovery of gravitational waves

12.2 The Laboratories of the collaboration

Each lab should have an adequate equipment to develop the software and perform interactive analysis requiring graphical output. This means PC/workstations with good graphic, a disk cache to host temporary data and a good network connection to the National Computing centers and to the Cascina site.

In addition to these minimal resources, some lab will act as Tier 2/3 for the national computing center according to the national choice (see for example for the Italian side the “Computing Resources Development” plan). In any case, each lab has to be equipped in order to take advantage of the Grid technology.
















� Virgo Computing Plan:   VIR-PLA-DIR-7000-122 (NOV, 2001)
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